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1
DATA PROCESSOR

CROSS-REFERENCE TO RELATED
APPLICATION

This application is a continuation application of Interna-
tional Application PCT/JP2012/058652 filed on Mar. 30,
2012 and designated the U.S., the entire contents of which
are incorporated herein by reference.

FIELD

The embodiments discussed herein are directed to a data
processor.

BACKGROUND

There is a known reset vector switching method of
preparing at least two external pins operated for instructing
to reset hardware and start boot access from a predetermined
address, selectively operating the external pins to read a
reset vector address corresponding to the external pin, and
starting the boot access from the address (refer to, for
example, Patent Document 1).

PRIOR ART DOCUMENT
Patent Document

[Patent Document 1] Japanese Laid-open Patent Publica-
tion No. 11-31068

In the case of processing in parallel the sampling pro-
cessings using a multiprocessor, it is necessary to shift
processing start timings of processors by a sampling period.
In this case, the above-described processings can be imple-
mented by synchronizing the processors using a sophisti-
cated hardware managing mechanism such as an operating
system (OS) and starting the processings after standing by
for a sampling period. However, the implementation method
is made on the assumption of hardware resources to the
extent that the OS operates.

SUMMARY

A data processor includes: a plurality of controllers that
process data; a program memory that stores a standby
instruction and a data processing instruction at a plurality of
addresses respectively; and a queue that stores different
execution start addresses for the plurality of controllers,
wherein after the plurality of controllers sequentially access
the queue, the plurality of controllers acquire the different
execution start addresses from the queue in an order of the
sequential access, start execution of instructions from the
acquired different execution start addresses in the program
memory, and execute the data processing instruction and
execute the standby instruction the number of times different
for each of the controllers.

The object and advantages of the invention will be
realized and attained by means of the elements and combi-
nations particularly pointed out in the claims.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the inven-
tion.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram illustrating a configuration example of
a data processor according to a first embodiment;

10

15

20

25

40

45

55

65

2

FIG. 2 is a diagram illustrating a configuration example of
an MCU group in FIG. 1;

FIG. 3 is a timing chart illustrating processing examples
of a first MCU, a second MCU, and a third MCU in FIG. 2;

FIG. 4 is a diagram illustrating a configuration example of
a queue in FIG. 2;

FIG. 5 is a diagram illustrating a configuration example of
the MCUs in FIG. 2;

FIG. 6 is a flowchart illustrating processing examples of
the first MCU to an N-th MCU and the queue; and

FIG. 7 is a diagram illustrating a configuration example of
an MCU group according to a second embodiment.

DESCRIPTION OF EMBODIMENTS
First Embodiment

FIG. 1 is a diagram illustrating a data processor 101
according to a first embodiment. A data processor 102 is a
master data processor (portable terminal), and the data
processor 101 is a slave data processor (sensor node). The
data processor 101 has a sensor 112 and can wirelessly
transmit sensing data to the data processor 102.

The data processor 101 has a power generation unit 111,
the sensor 112, a power management unit (PMU) 113, a
micro controller unit (MCU) group 114, and a radio fre-
quency (RF) circuit 115.

The power generation unit 111 is, for example, an envi-
ronment power generation (energy harvester) unit which
converts natural energy into power P1 and outputs the power
P1 to the PMU 113. Here, the natural energy is solar energy,
radio wave energy of a cellular phone or the like, tempera-
ture difference energy or the like. The power generation unit
111 uses the natural energy, and can thus generate merely
low power P1 and generate, for example, power at a voltage
of 2 to 3 V at peak-to-peak and several tens pW.

The sensor 112 detects various kinds of sensing data D1
and outputs the sensing data D1 to the MCU group 114. For
example, the sensor 112 detects temperature or detects
components of a ratio wave or the like. Note that the sensor
112 may be integrated with the power generation unit 111 or
separated from the power generation unit 111.

The PMU 113 receives input of the power P1 supplied
from the power generation unit 111 and manages power P2
to be supplied to the MCU group 114 and power P3 to be
supplied to the RF circuit 115. For example, when a prede-
termined condition is satisfied, the PMU 113 supplies the
power P2 and the power P3 to the MCU group 114 and the
RF circuit 115 respectively.

The MCU group 114 has a plurality of MCUs which
process the sensing data D1 and output transmission data D2
to the RF circuit 115. For example, the MCU group 114
samples analog sensing data D1 to generate digital trans-
mission data D2.

The RF circuit 115 converts the transmission data D2 into
a radio-frequency signal and wirelessly transmits the high-
frequency signal to the data processor 102.

FIG. 2 is a diagram illustrating a configuration example of
the MCU group 114 in FIG. 1. The MCU group 114 has a
first MCU 201, a second MCU 202, a third MCU 203, a bus
211, a program memory 212 and a queue 213. As described
above, the power that the power generation unit 111 can
generate is limited power. To achieve a target processing
performance under such a situation, the data processor 101
has a microprocessor configuration with a high power per-
formance ratio. The microprocessor configuration has a
plurality of MCUs 201 to 203.
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FIG. 3 is a timing chart illustrating processing examples
of the first MCU 201, the second MCU 202, and the third
MCU 203 in FIG. 2. The first MCU 201, the second MCU
202, and the third MCU 203 perform parallel processing to
sample the analog sensing data D1 in a desired sampling
period of T and generate the transmission data D2.

The first MCU 201 starts the sampling processing from a
sampling point SPO of the analog sensing data D1. The
second MCU 202 starts the sampling processing from a
sampling point SP1 of the analog sensing data D1. The
sampling point SP1 is a sampling point at a timing delayed
by a time of T from the sampling point SP0. The third MCU
203 starts the sampling processing from a sampling point
SP2 of the analog sensing data D1. The sampling point SP2
is a sampling point at a timing delayed by the time of T from
the sampling point SP1.

The first MCU 201 samples the analog sensing data D1 in
a sampling period of 3xT at sampling points SP0, SP3, SP6,
SP9, SP12, SP15 and SP18.

The second MCU 202 samples the analog sensing data D1
in a sampling period of 3xT at sampling points SP1, SP4,
SP7, SP10, SP13, SP16 and SP19.

The third MCU 203 samples the analog sensing data D1
in a sampling period of 3xT at sampling points SP2, SP5,
SP8, SP11, SP14, and SP17.

As a result, the MCU group 114 can generate data at the
20 sampling points SP0 to SP19 as the transmission data D2.
The sampling period of the 20 sampling points SP0 to SP19
is T.

As described above, the first MCU 201, the second MCU
202, and the third MCU 203 can perform the parallel
processing to sample the analog sensing data D1 in the
desired sampling period of T and generate the transmission
data D2.

The sampling processing timings of the first MCU 201,
the second MCU 202, and the third MCU 203 are mutually
shifted by the time of T. A method of shifting the sampling
processing timing by the time of T will be described below.

The shift by the time of T is made possible by using
hardware for measuring time or software of performing
synchronous processing. However, this method requires a
complicated hardware configuration or a large storage
capacity of a memory for storing complicated software. This
method can be realized by a relatively large data processor
such as a smartphone or the like having an operating
frequency of 1 GHz or more, a power consumption of about
1 W, and a die size of a semiconductor chip of 100 to several
hundreds mm?.

However, the data processor 101 in FIG. 1 uses the power
generation unit 111 for the natural energy and is thus a
relatively micro-miniature data processor having an operat-
ing frequency of several tens MHz, a power consumption of
several tens pW, and a die size of a semiconductor chip of
several tens mm?. In the data processor 101, the method of
using the above-described complicated hardware or compli-
cated software cannot be employed. Hereinafter, a method of
shifting the processings by the first MCU 201, the second
MCU 202, and the third MCU 203 by the sampling period
of T with a simple configuration will be described.

In FIG. 2, the program memory 212 stores a queue read
instruction at an address No. 0 (hexadecimal number), stores
a jump instruction at an address next thereto, stores a
standby instruction at an address No. 20 (hexadecimal
number), stores a standby instruction at an address No. 30
next thereto, stores a sampling processing (data processing)
instruction at an address No. 40 (hexadecimal number) next
thereto, stores a standby instruction at an address next
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thereto, and stores a “instruction to jump to No. 40 (hexa-
decimal number)” at an address next thereto. The first MCU
201, the second MCU 202, and the third MCU 203 share the
one program memory 212, thereby making it possible to
reduce the capacity of the program memory 212.

FIG. 4 is a diagram illustrating a configuration example of
the queue 213 in FIG. 2. The queue 213 has a control part
401, a storage part 402, and an offset register 403. The
storage part 402 is a nonvolatile memory that stores different
execution start addresses for the plurality of MCUs 201 to
203 at a plurality of entry numbers “0” to “2”. Depending on
the order of the MCUs 201 to 203 accessing the queue 213,
the execution start addresses at which entry numbers “0” to
“2” are decided to be allocated to the MCUs 201 to 203
respectively. For example, a first execution start address No.
“40” (hexadecimal number) is stored at the entry number
“0”, a second execution start address No. “30” (hexadecimal
number) is stored at the entry number “1”, and a third
execution start address No. “20” (hexadecimal number) is
stored at the entry number “2”. The offset register 403 is a
nonvolatile memory that stores one of the entry numbers “0”
to “2” in the storage part 402.

FIG. 5 is a diagram illustrating a configuration example of
the MCUs 201 to 203 in FIG. 2. Each of the MCUs 201 to
203 has an input/output (I/O) circuit 501, a central process-
ing unit (CPU) 502, and a stack memory 503. The input/
output circuit 501 receives input of the sensing data D1
supplied from the sensor 112, and outputs the sensing data
D1 to the central processing unit 502. The stack memory 503
is a working memory area of the central processing unit 502.
The central processing unit 502 executes the instruction
stored in the program memory 212 using the stack memory
503, to perform processing such as the sampling processing
(data processing) or the like in FIG. 3.

FIG. 6 is a flowchart illustrating processing examples of
the first MCU to an N-th MCU and the queue 213. Here-
inafter, the case where N is three will be described as an
example. When a predetermined condition is satisfied, the
PMU 113 supplies the power P2 to the MCU group 114 and
supplies the power P3 to the RF circuit 115. The predeter-
mined condition is, for example, a condition that the power
P1 generated by the power generation unit 111 becomes a
threshold value or more, the condition that the sensing data
D1 outputted from the sensor 112 falls within a predeter-
mined range or the like.

Each of the MCUs 201 to 203 is initialized at power ON,
and reads the instruction from the first address in the
program memory 212 and executes the instruction. In other
words, when the supply of the power P2 to the MCU group
114 is started, the first MCU 201, the second MCU 202, and
the third MCU 203 read the queue read instruction stored at
the address No. 0 (hexadecimal number) in the program
memory 212 at Steps S601, S611, S621 respectively, and
execute the queue read instruction. More specifically, the
first MCU 201, the second MCU 202, and the third MCU
203 read the execution start addresses stored in the queue
213. However, since there is only one queue 213, the first
MCU 201, the second MCU 202, and the third MCU 203
cannot read the execution start addresses at the same time
from the queue 213 but sequentially read the execution start
addresses in the access order. Namely, the MCUs 201 to 203
access the queue 213 at about the same time at power ON,
and the queue 213 sequentially responds to the accesses
from the MCUs 201 to 203.

The first MCU 201 executes, at Step S601, the queue read
instruction at the address No. 0 to access the queue 213 in
order to load the execution start address from the queue 213.
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The second MCU 202 also executes, at Step S611, the queue
read instruction at the address No. 0 to access the queue 213
in order to load the execution start address from the queue
213. The third MCU 203 also executes, at Step S621, the
queue read instruction at the address No. O to access the
queue 213 in order to load the execution start address from
the queue 213.

For example, a case where the control part 401 in the
queue 213 firstly accepts the access from the first MCU 201,
secondly accepts the access from the second MCU 202, and
thirdly accepts the access from the third MCU 203 will be
described as an example.

In this case, the control part 401 in the queue 213 firstly
accepts the aforementioned access from the first MCU 201.
Then, the control part 401 in the queue 213 loads, at Step
S631, the entry number stored in the offset register 403.
When the supply of the power P2 is started, the entry number
stored in the offset register 403 is initialized to the entry
number “0”. Accordingly, the control part 401 loads the
entry number “0” from the offset register 403, and loads
from the storage part 402 the first execution start address No.
“40” (hexadecimal number) stored at the loaded entry num-
ber “0” in the storage part 402, and transmits the first
execution start address No. “40” (hexadecimal number) to
the first MCU 201. The first MCU 201 receives, at Step
S601, the first execution start address No. “40” (hexadeci-
mal number) from the queue 213. Then, the control part 401
in the queue 213 increments, at Step S633, the entry number
in the offset register 403 from “0” to “1”.

Next, the control part 401 in the queue 213 accepts the
aforementioned access from the second MCU 202. Then, the
control part 401 in the queue 213 loads, at Step S631, the
entry number “1” stored in the offset register 403, loads from
the storage part 402 the second execution start address No.
“30” (hexadecimal number) stored at the loaded entry num-
ber “1” in the storage part 402, and transmits the second
execution start address No. “30” (hexadecimal number) to
the second MCU 202. The second MCU 202 receives, at
Step S611, the second execution start address No. “30”
(hexadecimal number) from the queue 213. Then, the con-
trol part 401 in the queue 213 increments, at Step S633, the
entry number in the offset register 403 from “1” to “2”.

Next, the control part 401 in the queue 213 accepts the
aforementioned access from the third MCU 203. Then, the
control part 401 in the queue 213 loads, at Step S631, the
entry number “2” stored in the offset register 403, loads from
the storage part 402 the third execution start address No.
“20” (hexadecimal number) stored at the loaded entry num-
ber “2” in the storage part 402, and transmits the third
execution start address No. “20” (hexadecimal number) to
the third MCU 203. The third MCU 203 receives, at Step
S621, the third execution start address No. “20” (hexadeci-
mal number) from the queue 213. Then, the control part 401
in the queue 213 increments, at Step S633, the entry number
in the offset register 403 from “2” to “3”.

When there are N MCUs 201 to 203, the same processing
as that described above is repeated up to the N-th MCU. As
described above, when sequentially accessed from the plu-
rality of MCUs 201 to 203, the control part 401 reads the
execution start address from the entry number, which is
stored in the offset register 403, in the storage part 402,
outputs the read execution start address to one of the
accessing MCUs 201 to 203, and overwrites the entry
number stored in the offset register 403 with a next entry
number. More specifically, when accessed from one of the
MCUs 201 to 203, the control part 401 increments the entry
number stored in the offset register 403.
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The first MCU 201 executes, at Step S602, the jump
instruction at the address next to the “queue read instruc-
tion” in the program memory 212 to jump to the first
execution start address No. “40” (hexadecimal number)
loaded (received) at Step S601. Since the first execution start
address No. “40” (hexadecimal number) in the program
memory 212 is the sampling processing instruction and is
not the standby instruction, the first MCU 201 omits Step
S603 and proceeds from Step S602 to Step S604. Note that
Step S603 is the processing performed when the order of the
first MCU 201 accessing the queue 213 is the second or
thereafter. The first MCU 201 executes, at Step S604, the
sampling processing (data processing) instruction at the first
execution start address No. “40” (hexadecimal number) to
perform the sampling processing (data processing) at the
sampling point SP0 (FIG. 3) of the sensing data D1, and
outputs the transmission data D2 to the RF circuit 115. Then,
the first MCU 201 executes, at Step S605, the standby
instruction at the next address in the program memory 212
to stand by for a time of about 3xT in FIG. 3. Thereafter, the
first MCU 201 executes the “instruction to jump to No. 40
(hexadecimal number)” at the next address in the program
memory 212 to jump to No. 40 (hexadecimal number).
Then, the first MCU 201 returns to Step S604 and executes
the sampling processing (data processing) instruction at No.
40 (hexadecimal number) to perform the sampling process-
ing (data processing) at the sampling point SP3 (FIG. 3) of
the sensing data D1, and outputs the transmission data D2 to
the RF circuit 115. Then, the first MCU 201 executes, at Step
S605, the standby instruction at the next address in the
program memory 212 to stand by for a time of about 3xT in
FIG. 3. Thereafter, the first MCU 201 executes the “instruc-
tion to jump to No. 40 (hexadecimal number)” at the next
address in the program memory 212 to jump to No. 40
(hexadecimal number). Then, the first MCU 201 returns to
Step S604 and executes the sampling processing (data
processing) instruction at No. 40 (hexadecimal number) to
perform the sampling processing (data processing) at the
sampling point SP6 (FIG. 3) of the sensing data D1, and
outputs the transmission data D2 to the RF circuit 115.
Hereinafter, by repeating the same processing as described
above, the first MCU 201 performs the sampling processing
(data processing) at the sampling points SP9, SP12, SP15,
SP18 and so on (FIG. 3) of the sensing data D1, and outputs
the transmission data D2 to the RF circuit 115. As described
above, the first MCU 201 can perform the sampling pro-
cessing at the sampling points SP0, SP3, SP6, SP9, SP12,
SP15, SP18 and so on in a sampling period of 3xT.

The second MCU 202 executes, at Step S612, the jump
instruction at the address next to the “queue read instruc-
tion” in the program memory 212 to jump to the second
execution start address No. “30” (hexadecimal number)
loaded (received) at Step S611. Then, the second MCU 202
executes, at Step S613, the standby instruction at the second
execution start address No. “30” (hexadecimal number) to
stand by for a time of about 3xT in FIG. 3. Then, the second
MCU 202 executes, at Step S614, the sampling processing
(data processing) instruction at the next address No. “40”
(hexadecimal number) to perform the sampling processing
(data processing) at the sampling point SP1 (FIG. 3) of the
sensing data D1, and outputs the transmission data D2 to the
RF circuit 115. Then, the second MCU 202 executes, at Step
S615, the standby instruction at the next address in the
program memory 212 to stand by for a time of about 3xT in
FIG. 3. Thereafter, the second MCU 202 executes the
“instruction to jump to No. 40 (hexadecimal number)” at the
next address in the program memory 212 to jump to No. 40
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(hexadecimal number). Then, the second MCU 202 returns
to Step S614 and executes the sampling processing (data
processing) instruction at No. 40 (hexadecimal number) to
perform the sampling processing (data processing) at the
sampling point SP4 (FIG. 3) of the sensing data D1, and
outputs the transmission data D2 to the RF circuit 115. Then,
the second MCU 202 executes, at Step S615, the standby
instruction at the next address in the program memory 212
to stand by for a time of about 3xT in FIG. 3. Thereafter, the
second MCU 202 executes the “instruction to jump to No.
40 (hexadecimal number)” at the next address in the pro-
gram memory 212 to jump to No. 40 (hexadecimal number).
Then, the second MCU 202 returns to Step S614 and
executes the sampling processing (data processing) instruc-
tion at No. 40 (hexadecimal number) to perform the sam-
pling processing (data processing) at the sampling point SP7
(FIG. 3) of the sensing data D1, and outputs the transmission
data D2 to the RF circuit 115. Hereinafter, by repeating the
same processing as described above, the second MCU 202
performs the sampling processing (data processing) at the
sampling points SP10, SP13, SP16, SP19 and so on (FIG. 3)
of the sensing data D1, and outputs the transmission data D2
to the RF circuit 115. As described above, the second MCU
202 can perform the sampling processing at the sampling
points SP1, SP4, SP7, SP10, SP13, SP16, SP19 and so on in
a sampling period of 3xT.

The third MCU 203 executes, at Step S622, the jump
instruction at the address next to the “queue read instruc-
tion” in the program memory 212 to jump to the third
execution start address No. “20” (hexadecimal number)
loaded (received) at Step S621. Then, the third MCU 203
executes, at Step S623, the standby instruction at the third
execution start address No. “20” (hexadecimal number) to
stand by for a time of about T in FIG. 3, and executes the
standby instruction at the next address No. “30” (hexadeci-
mal number) to stand by for a time of about T in FIG. 3.
Namely, the third MCU 203 stands by for a time of about
2xT in FIG. 3 at Step S623. Then, the third MCU 203
executes, at Step S624, the sampling processing (data pro-
cessing) instruction at the next address No. “40” (hexadeci-
mal number) to perform the sampling processing (data
processing) at the sampling point SP2 (FIG. 3) of the sensing
data D1, and outputs the transmission data D2 to the RF
circuit 115. Then, the third MCU 203 executes, at Step S625,
the standby instruction at the next address in the program
memory 212 to stand by for a time of about 3xT in FIG. 3.
Thereatfter, the third MCU 203 executes the “instruction to
jump to No. 40 (hexadecimal number)” at the next address
in the program memory 212 to jump to No. 40 (hexadecimal
number). Then, the third MCU 203 returns to Step S624 and
executes the sampling processing (data processing) instruc-
tion at No. 40 (hexadecimal number) to perform the sam-
pling processing (data processing) at the sampling point SP5
(FIG. 3) of the sensing data D1, and outputs the transmission
data D2 to the RF circuit 115. Then, the third MCU 203
executes, at Step S625, the standby instruction at the next
address in the program memory 212 to stand by for a time
of about 3xT in FIG. 3. Thereafter, the third MCU 203
executes the “instruction to jump to No. 40 (hexadecimal
number)” at the next address in the program memory 212 to
jump to No. 40 (hexadecimal number). Then, the third MCU
203 returns to Step S624 and executes the sampling pro-
cessing (data processing) instruction at No. 40 (hexadecimal
number) to perform the sampling processing (data process-
ing) at the sampling point SP8 (FIG. 3) of the sensing data
D1, and outputs the transmission data D2 to the RF circuit
115. Hereinafter, by repeating the same processing as
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described above, the third MCU 203 performs the sampling
processing (data processing) at the sampling points SP11,
SP14, SP17 and so on (FIG. 3) of the sensing data D1, and
outputs the transmission data D2 to the RF circuit 115. As
described above, the third MCU 203 can perform the sam-
pling processing at the sampling points SP2, SP5, SP8, S11,
SP14, SP17 and so on in a sampling period of 3xT.

As described above, the MCU group 114 can perform the
sampling processing at the sampling points SP0 to SP19 and
so on in the sampling period of T by the parallel processing
by the plurality of MCUs 201 to 203. The plurality of MCUs
201 to 203 are mutually the same in the period of 3xT of
repeatedly executing the sampling processing (data process-
ing) instruction. The MCU group 114 repeats the above-
described processing until the supply of the power P2 ends.
Note that the number N of the MCUs 201 to 203 is not
limited to three but may be two or more.

After sequentially accessing the queue 213, the plurality
of MCUs 201 to 203 receive input of different execution
start addresses from the queue 213 in the order of the
sequential access, start execution of the instructions from the
inputted different execution start addresses in the program
memory 212, and repeatedly execute the sampling process-
ing (data processing) instruction and the standby instruc-
tions. The plurality of MCUs 201 to 203 have mutually
different timings to execute the sampling processing (data
processing) instruction which are shifted from one another
by the time of T.

The plurality of MCUs 201 to 203 are mutually different
in the number of the standby instructions existing from the
above-described different execution start addresses to the
sampling processing (data processing) instruction. For
example, the number of the standby instructions of the first
MCU 201 is 0, the number of the standby instructions of the
second MCU 202 is 1, and the number of the standby
instructions of the third MCU 203 is 2.

The first MCU 201 starts execution from the sampling
processing (data processing) instruction stored at the first
execution start address No. “40”.

The second MCU 202 starts execution from the standby
instruction stored at the second execution start address No.
“30” and then executes the sampling processing (data pro-
cessing) instruction stored at the first execution start address
No. “40” being the address next to the second execution start
address No. “30”.

The third MCU 203 starts execution from the standby
instruction stored at the third execution start address No.
“20”, then executes the standby instruction stored at the
second execution start address No. “30” being the address
next to the third execution start address No. “20”, and then
executes the sampling processing (data processing) instruc-
tion stored at the first execution start address No. “40” being
the address next to the second execution start address No.
“307.

According to this embodiment, it is possible to shift the
processings by the MCUs 201 to 203 by the time of T with
a simple configuration without using complicated hardware
or complicated software to make the timings for the MCUs
201 to 203 to execute the sampling processing (data pro-
cessing) instruction different.

This makes it possible to reduce the hardware resources,
reduce the number of instructions to be stored in the program
memory 212, and shift the sampling processings (data
processings) of the MCUs 201 to 203 by desired timing.
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Further, since the queue 213 is accessed only at startup,
the power consumption can be suppressed by turning off the
power supply after it is accessed from all of the MCUs 201
to 203.

Second Embodiment

FIG. 7 is a diagram illustrating a configuration example of
an MCU group 114 according to a second embodiment.
Hereinafter, the points that this embodiment is different from
the first embodiment will be described. A fourth MCU 204
has the same configuration as those of the MCUs 201 to 203,
and is connected to the bus 211. In this embodiment, the
number of required MCUs is three, but four MCUs 201 to
204 are provided taking into account fault tolerance. The
program memory 212 stores a stop instruction at a fourth
execution address No. “FF” (hexadecimal number). The
storage part 402 in the queue 213 stores the fourth execution
address No. “FF” (hexadecimal number) at an entry number
“3”. For example, when the supply of the power P2 is
started, the MCUs 201 to 204 access the queue 213 at about
the same time as in the first embodiment. For example, the
control part 401 in the queue 213 firstly accepts the access
from the first MCU 201, secondly accepts the access from
the second MCU 202, thirdly accepts the access from the
third MCU 203, and fourthly accepts the access from the
fourth MCU 204. In this case, the processings by the MCUs
201 to 203 are the same in those of the first embodiment.
Hereinafter, the processing by the fourth MCU 204 will be
described.

When the fourth MCU 204 accesses the queue 213, the
control part 401 in the queue 213 loads the entry number “3”
stored in the offset register 403. Then, the control part 401
in the queue 213 loads from the storage part 402 the fourth
execution start address No. “FF” (hexadecimal number)
stored at the loaded entry number “3” in the storage part 402,
and transmits the fourth execution start address No. “FF” to
the fourth MCU 204. Upon receiving it, the fourth MCU 204
executes the jump instruction next to the “queue read
instruction” in the program memory 212 to jump to the
above-described received fourth execution start address No.
“FF” (hexadecimal number). Then, the fourth MCU 204
executes the stop instruction at the fourth execution start
address No. “FF” (hexadecimal number) to stop the pro-
cessing and perform nothing. As described above, if all of
the four MCUs 201 to 204 are normal, the fourth MCU 204
performs nothing, so that the data processor can perform the
same sampling processing (data processing) as that in the
first embodiment.

In contrast, when one of the four MCUs 201 to 204 fails,
the three normal MCUs access the queue 213 and the one
failed MCU does not access the queue 213. As a result, the
one failed MCU performs nothing and the three normal
MCUs can perform the same sampling processings (data
processings) as those of the MCUs 201 to 203 in the first
embodiment. Note that though the case where one redundant
MCU 204 is provided with respect to the required number of
MCUs has been described as an example in this embodi-
ment, two or more redundant MCUs may be provided.

According to this embodiment, even if a failed MCU
arises among the plurality of MCUs, the remaining normal
MCUs can perform normal sampling processings (data
processings). Providing equal to or more than required
number of MCUs enables improvement of fault tolerance.

It should be noted that the above embodiments merely
illustrate concrete examples of implementing the present
invention, and the technical scope of the present invention is
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not to be construed in a restrictive manner by these embodi-
ments. That is, the present invention may be implemented in
various forms without departing from the technical spirit or
main features thereof.

It is possible to make timings for a plurality of controllers
to execute a data processing instruction different with a
simple configuration.

All examples and conditional language provided herein
are intended for the pedagogical purposes of aiding the
reader in understanding the invention and the concepts
contributed by the inventor to further the art, and are not to
be construed as limitations to such specifically recited
examples and conditions, nor does the organization of such
examples in the specification relate to a showing of the
superiority and inferiority of the invention. Although one or
more embodiments of the present invention have been
described in detail, it should be understood that the various
changes, substitutions, and alterations could be made hereto
without departing from the spirit and scope of the invention.

What is claimed is:

1. A data processor, comprising:

a plurality of controllers that process data;

a program memory that stores a standby instruction and a
data processing instruction at a plurality of addresses
respectively; and

a queue that stores different execution start addresses for
the plurality of controllers,

wherein after the plurality of controllers sequentially
access the queue, the plurality of controllers acquire the
different execution start addresses from the queue in an
order of the sequential access, start execution of
instructions from the acquired different execution start
addresses in the program memory, and execute the data
processing instruction and execute the standby instruc-
tion the number of times different for each of the
controllers.

2. The data processor according to claim 1,

wherein the plurality of controllers are mutually same in
period of repeatedly executing the data processing
instruction.

3. The data processor according to claim 1,

wherein the queue comprises:

a storage part that stores the different execution start
addresses for the plurality of controllers at a plurality of
entry numbers;

an offset register that stores the entry number in the
storage part; and

a control part that reads, when sequentially accessed from
the plurality of controllers, the execution start address
from the entry number stored in the offset register in the
storage part, outputs the read execution start address to
the accessing controller, and overwrites the entry num-
ber stored in the offset register with a next entry
number.

4. The data processor according to claim 3,

wherein when the control part is accessed from the
controller, the control part increments the entry number
stored in the offset register.

5. The data processor according to claim 1,

wherein the program memory stores the data processing
instruction at a first execution start address, and stores
the standby instruction at a second execution start
address,

wherein a first controller of the plurality of controllers
starts execution from the data processing instruction
stored at the first execution start address, and
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wherein a second controller of the plurality of controllers
starts execution from the standby instruction stored at
the second execution start address, and then executes
the data processing instruction stored at the first execu-
tion start address being an address next to the second
execution start address.

6. The data processor according to claim 5,

wherein the program memory stores the standby instruc-
tion at a third execution start address, and

wherein a third controller of the plurality of controllers
starts execution from the standby instruction stored at
the third execution start address, then executes the
standby instruction stored at the second execution start
address being an address next to the third execution
start address, and then executes the data processing
instruction stored at the first execution start address
being an address next to the second execution start
address.

7. The data processor according to claim 5,

wherein the program memory stores the standby instruc-
tion at an address next to the first execution start
address, and stores an instruction to jump to the first
execution start address at an address next thereto.

8. The data processor according to claim 5,

wherein the program memory stores a stop instruction at
a fourth execution start address, and

wherein a fourth controller of the plurality of controllers
executes the stop instruction stored at the fourth execu-
tion start address.

#* #* #* #* #*
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